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#### Abstract

The calculus of deterministic fractal functions is introduced. Fractal interpolation functions can be explicitly indefinitely integrated any number of times, yielding a hierarchy of successively smoother interpolation functions which generalize splines and which, just as in the case for the original fractal functions, are attractors for iterated function systems. The fractal dimension for a class of fractal interpolation functions is explicitly computed. © 1989 Academic Press, Inc.


## 1. Introduction

In [B] Barnsley introduced some real-valued interpolation functions, defined on a compact interval in $\mathbb{R}$, which appear well suited for approximating naturally occurring functions which display some sort of self-similarity under magnification. The functions are analogous to splines and polynomial interpolations in that their graphs are set to go through a finite number of prescribed points. They differ from classical interpolants in that they obey a functional relation related to self-similarity on smaller scales:

Let $x_{0}<x_{1}<\cdots<x_{N}$. Let $L_{j}$ be the affine map satisfying $L_{j}\left(x_{0}\right)=x_{j-1}$, $L_{j}\left(x_{N}\right)=x_{j}, \quad j=1,2, \ldots, N$. Let $\quad y_{0}, y_{1}, \ldots, Y_{N} \in \mathbb{R}$. Let $\quad-1<\alpha_{j}<1$, $j=1,2, \ldots, N$. Let $X=\left[x_{0}, x_{N}\right]$. Let $F_{j}: X \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy

$$
\begin{array}{cc}
\left|F_{j}\left(x, y_{1}\right)-F_{j}\left(x, y_{2}\right)\right| \leqslant \alpha_{j}\left|y_{1}-y_{2}\right|, & x \in X, y_{1}, y_{2} \in \mathbb{R}, \\
F_{j}\left(x_{0}, y_{0}\right)=y_{j-1}, \quad F_{j}\left(x_{N}, y_{N}\right)=y_{j}, & j=1,2, \ldots, N . \tag{1.1}
\end{array}
$$
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The fractal interpolation function, abbreviated FIF, associated with $\left\{\left(L_{j}(x), F_{j}(x, y)\right)\right\}_{j=1}^{N}$ is the unique function $f: X \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
f\left(L_{j}(x)\right)=F_{j}(x, f(x)), \quad j=1,2, \ldots, N, x \in X . \tag{1.2}
\end{equation*}
$$

The function $f$ is continuous because of the continuity conditions (1.1) at the joints. On each subinterval $\left[x_{j-1}, x_{j}\right] f$ interpolates between $y_{j-1}$ and $y_{j}$, and the graph is also related to the function over the whole interval.

The graph of $f$ is the attractor for the iterated function system on $X \times \mathbb{R}$, $\left\{\left(L_{j}(x), F_{j}(x, y)\right)\right\}_{j=1}^{N}$ (see [BD] and the brief review below).

Barnsley's main original examples of FIF theory were derived from affine functions $F_{j}$, and they typically were fractals-having a noninteger Hausdorff-Besicovitch dimension [M] or fractal dimension [CFMT].

In this paper we deal with FIFs where

$$
\begin{equation*}
F_{j}(x, y)=\alpha_{j} y+q_{j}(x) . \tag{1.3}
\end{equation*}
$$

We show that if the $q_{j}$ 's are linear, and the $x_{j}$ 's are equally spaced, and the $\left|\alpha_{j}\right|=\alpha, j=1,2, \ldots, N$, with $1 / N<\alpha<1$, then whenever the interpolation points do not lie on a straight line, the fractal dimension of the graph of $f$ is

$$
\lim _{\delta \rightarrow 0} \frac{\log \left(\mathscr{N}_{\delta}(f)\right)}{\log (1 / \delta)}=2+\log _{\mathcal{N}}^{\alpha}
$$

where $\mathcal{N}_{\delta}(f)$ is the minimum number of $\delta \times \delta$ squares needed to cover the graph of $f$.

We note that the integrals of FIFs satisfying (1.3) are also FIFs. (The differentiable examples cannot actually be fractals. We retain the name fractal interpolation function because of the flavor of the scaling in the definition (1.2) and because some derivative of these functions is typically fractal.) We show that we can make $C^{n}$ interpolations with FIFs associated with $n+1$ degree polynomial $q_{j}$ 's. There are more problems specifying end conditions for these interpolants than for classical splines.

The casino functions of Dubins and Savage [DS] are a special case of FIFs derived from just two maps where the $q_{j}$ 's are constant. These and related FIFs are cumulative distribution functions for probability measures. These measures are simple cases of $p$-balanced measures [BD].

An outline of this paper follows. In Section 2 facts about iterated function systems and FIFs are summarized. Sections 3 and 4 concern integrals of FIFs and the inverse problem of interpolating with a $C^{n}$ FIF. In Section 5 we refer to casino functions and generalizations. In Section 6 we introduce binary operations on iterated function systems for FIFs. We use this formalism in Section 7 to produce a sum representation of FIFs. We
calculate the fractal dimension of some FIFs in Section 8. Finally, in Section 9, we mention a generalization and some directions for further exploration.

## 2. A Special Case of Iterated Function Systems

FIFs are the attractors of a special class of iterated function systems. The general definition involves a complete metric space $K$. Let $H$ be the set of all nonempty compact subsets of $K$. Let $w_{n}: K \rightarrow K$ be continuous, $n=1,2, \ldots, N$. Then $\left\{K, w_{n}: n=1,2, \ldots, N\right\}$ is an iterated function system (IFS).

For any $S \in H$, let $W(S)=\bigcup_{n} w_{n}(S)$. $G \in H$ is an atractor for the IFS if

$$
G=W(G) .
$$

If $K$ is compact, then any IFS has an attractor (not necessarily unique). Starting with any $S \in H$ we can form $W(S)=W^{\circ 1}(S), W^{\circ m}(S)=$ $W \circ W^{\circ m-1}(S)$. Let $G$ be the set of accumulation points of $\left\{W^{\circ m}(S)\right\}_{m=1}^{\infty}$.

An IFS is hyperbolic if

$$
\frac{d\left(w_{n}(x), w_{n}(y)\right)}{d(x, y)} \leqslant \alpha<1 \quad \text { for all } x, y \in K, n=1,2, \ldots, N
$$

In this case the IFS has a unique attractor,

$$
G=\lim _{m \rightarrow \infty} W^{o m}(S)
$$

A FIF is associated with a hyperbolic IFS where $K=\left[x_{0}, x_{N}\right] \times \mathbb{R}$ and $w_{j}(x, y)=\left(L_{j}(x), F_{j}(x, y)\right)$. In this paper we consider only cases where

$$
\begin{equation*}
F_{j}(x, y)=\alpha_{j} y+q_{j}(x), \quad\left|\alpha_{j}\right|<1 . \tag{2.1}
\end{equation*}
$$

Barnsley [B] has shown that the moments of such FIFs can be recursively calculated.

## 3. Integral of FIFs and Differentiable FIFs

Suppose $f$ is a FIF satisfying (2.1). We show that its integral is also a FIF.

Theorem 1. If $f$ is the FIF associated with $\left\{\left(L_{j}(x), F_{j}(x, y)\right)\right\}_{j=1}^{N}$ where $F_{j}(x, y)=\alpha_{j} y+q_{j}(x)$, and

$$
\begin{equation*}
\hat{f}(x)=\hat{y}_{0}+\int_{x_{0}}^{x} f(t) d t \tag{3.1}
\end{equation*}
$$

then $\hat{f}$ is the FIF associated with $\left\{\left(L_{j}(x), \hat{F}_{j}(x, y)\right)\right\}_{j=1}^{N}$ where for $j=1,2, \ldots, N$

$$
\begin{gather*}
\hat{F}_{j}=a_{j} \alpha_{j} y+\hat{q}_{j}(x), \\
a_{j}=\frac{x_{j}-x_{j-1}}{x_{N}-x_{0}}, \\
\hat{q}_{j}(x)=\hat{y}_{j-1}-a_{j} \alpha_{j} \hat{y}_{0}+a_{j} \int_{x_{0}}^{x} q_{j}, \\
\hat{y}_{j}=\hat{f}\left(x_{j}\right)=\hat{y}_{0}+\sum_{n=1}^{j} a_{n}\left[\alpha_{n}\left(\hat{y}_{N}-\hat{y}_{0}\right)+\int_{x_{0}}^{x_{N}} q_{n}\right],  \tag{3.2}\\
\hat{y}_{N}=\hat{y}_{0}+\frac{\sum_{n=1}^{N} a_{n} \int_{x_{0}}^{x_{N}} q_{n}}{1-\sum_{n=1}^{N} a_{n} \alpha_{n}} \tag{3.3}
\end{gather*}
$$

Proof.

$$
\begin{aligned}
\hat{f}\left(L_{j}(x)\right) & =\left(\hat{y}_{0}+\int_{x_{0}}^{x_{j-1}} f\right)+\int_{x_{j-1}}^{L_{j}(x)} f \\
& =\hat{y}_{j-1}+a_{j} \int_{x_{0}}^{x} f\left(L_{j}(t)\right) d t .
\end{aligned}
$$

Now use the functional equation

$$
\begin{aligned}
f\left(L_{j}(x)\right) & =\alpha_{j} f(x)+q_{j}(x) \\
\hat{f}\left(L_{j}(x)\right) & =\hat{y}_{j-1}+a_{j} \int_{x_{0}}^{x}\left(\alpha_{j} f(t)+q_{j}(t)\right) d t \\
& =\hat{y}_{j-1}+a_{j} \alpha_{j}\left(\hat{f}(x)-\hat{y}_{0}\right)+a_{j} \int_{x_{0}}^{x} q_{j}
\end{aligned}
$$

Hence $\hat{f}$ is the attractor of the stated IFS. The continuity conditions at the joints $y_{j}$ must be satisfied since the antiderative $\hat{f}$ is continuous. Now let $x=x_{N}$ above:

$$
\hat{y}_{j}-\hat{y}_{j-1}=f\left(L_{j}\left(x_{N}\right)\right)-\hat{y}_{j-1}=a_{j}\left[\alpha_{j}\left(\hat{y}_{N}-\hat{y}_{0}\right)+\int_{x_{0}}^{x_{N}} q_{j}\right] .
$$

Next (3.2) follows from $\hat{y}_{j}=\hat{y}_{0}+\sum_{n=1}^{j}\left(\hat{y}_{n}-\hat{y}_{n-1}\right)$. Substituting $j=N$ into (3.2) yields (3.3).

Corollary. Use the notation of the theorem associated with $f . \hat{f}^{\prime}=f$ if and only if $\hat{f}$ is the FIF associated with $\left\{\left(L_{j}(x), \hat{F}_{j}(x, y)\right)\right\}_{j=1}^{N}$ where

$$
\begin{gathered}
\hat{F}_{j}(x, y)=\hat{\alpha}_{j} y+\hat{q}_{j}(x) \\
\frac{\hat{\alpha}_{j}}{a_{j}}=\alpha_{j}, \quad \hat{q}_{j}^{\prime}=a_{j} q_{j}, \quad j=1,2, \ldots, N .
\end{gathered}
$$

Proof. The if part is immediate from the theorem. For the converse suppose $\hat{f}(0)=\hat{y}_{0}$ is given:

$$
\begin{aligned}
\hat{y}_{j}-\hat{y}_{j-1} & =\hat{F}_{j}\left(x_{N}, \hat{y}_{N}\right)-\hat{F}_{j}\left(x_{0}, \hat{y}_{0}\right) \\
& =\hat{\alpha}_{j}\left(\hat{y}_{N}-\hat{y}_{0}\right)+\hat{q}_{j}\left(x_{N}\right)-\hat{q}_{j}\left(x_{0}\right) \\
& =a_{j} \alpha_{j}\left(\hat{y}_{N}-\hat{y}_{0}\right)+a_{j} \int_{x_{0}}^{x_{N}} q_{j}
\end{aligned}
$$

This is the same information that we used to uniquely determine $\hat{y}_{1}, \hat{y}_{2}, \ldots, \hat{y}_{N}$ in the theorem. The equations $\hat{F}_{j}\left(0, \hat{y}_{0}\right)=\hat{y}_{N}$ then uniquely determine the constant terms in $\hat{q}_{1}, \hat{q}_{2}, \ldots, \hat{q}_{N}$.

Example. Let $f$ be the FIF passing through $(0,0),\left(\frac{1}{2}, 1\right),\left(\frac{3}{4},-1\right),(1,0)$ with

$$
\begin{array}{ll}
L_{1}(x)=\frac{1}{2} x, & F_{1}(x, y)=\frac{3}{4} y+x \\
L_{2}(x)=\frac{1}{2}+\frac{1}{4} x, & F_{2}(x, y)=\frac{3}{4} y+1-2 x \\
L_{3}(x)=\frac{3}{4}+\frac{1}{4} x, & F_{3}(x, y)=\frac{3}{4} y-1+x
\end{array}
$$

Figure 1 shows the graph of $f$. Figure 2 shows the graph of $\hat{f}(x)=\int_{0}^{x} f$, which passes through $(0,0),\left(\frac{1}{2}, \frac{7}{16}\right),\left(\frac{3}{4}, \frac{17}{32}\right),\left(1, \frac{1}{2}\right)$ and is generated by

$$
\begin{aligned}
& \hat{F}_{1}(x, y)=\frac{3}{8} y+\frac{1}{4} x^{2} \\
& \hat{F}_{2}(x, y)=\frac{3}{16} y+\frac{7}{16}+\frac{x}{4}-\frac{x^{2}}{4} \\
& \hat{F}_{3}(x, y)=\frac{3}{16} y+\frac{17}{32}-\frac{1}{4} x+\frac{x^{2}}{8}
\end{aligned}
$$



Figure 1
The simple method used to generate the graphs of $f$ and $\hat{f}$ on a microcomputer is described in [B].

If we iterate the corollary we get conditions satisfied by an $n$th antiderivative.

Theorem 2. Let $x_{0}<x_{1}<x_{2}<\cdots<x_{N} . L_{j}(x)$ is the affine function satisfying $L_{j}\left(x_{0}\right)=x_{j-1}, \quad L_{j}\left(x_{N}\right)=x_{j}, \quad j=1,2, \ldots, N$. Let $a_{j}=L_{j}^{\prime}=$ $\left(x_{j}-x_{j-1}\right) /\left(x_{N}-x_{0}\right)$,

$$
F_{j}(x, y)=\alpha_{j} y+q_{j}(x), \quad j=1,2, \ldots, N
$$



Figure 2

Suppose for some integer $n \geqslant 0,\left|\alpha_{j}\right|<a_{j}^{n}, q_{j} \in C^{n}\left[x_{0}, x_{N}\right], j=1,2, \ldots, N$. Let

$$
\begin{gather*}
F_{j k}(x, y)=\frac{\alpha_{j} y+q_{j}^{(k)}(x)}{a_{j}^{k}} \quad\left(\text { where } q_{j}^{(0)}=q_{j}\right) \\
y_{0, k}=\frac{q_{1}^{(k)}\left(x_{0}\right)}{a_{1}^{k}-\alpha_{1}}, \quad y_{N, k}=\frac{q_{N}^{(k)}\left(x_{N}\right)}{a_{N}^{k}-\alpha_{N}}, \quad k=1,2, \ldots, n . \tag{3.4}
\end{gather*}
$$

If $F_{j-1, k}\left(x_{N}, y_{N, k}\right)=F_{j k}\left(x_{0}, y_{0, k}\right), \quad j=2,3, \ldots, N$ and $k=1,2, \ldots, n$, then $\left\{\left(L_{j}(x), F_{j}(x, y)\right)\right\}_{j=1}^{N}$ determines a FIF $f \in C^{n}\left[x_{0}, x_{N}\right]$, and $f^{(k)}$ is the FIF determined by $\left\{\left(L_{j}(x), F_{j k}(x, y)\right)\right\}_{j=1}^{N}, k=1,2, \ldots, n$.

Proof. Equations (3.4) are just

$$
F_{1 k}\left(x_{0}, y_{0 k}\right)=y_{0 k}, \quad F_{N k}\left(x_{N}, y_{N k}\right)=y_{N k}
$$

solved for $y_{0 k}$ and $y_{N k}$, so the hypotheses directly imply that $\left\{\left(L_{j}(x), F_{j k}(x, y)\right)\right\}_{j=1}^{N}$ is the FIF for some continuous function $g_{k}$, $k=0,1,2, \ldots, n$. The corollary to Theorem 1 shows $g_{k-1}^{\prime}=g_{k}$, $k=1,2, \ldots, n$.

## 4. Interpolating with $C^{n}$ FIFs

In practice one is less likely to want to recognize a $C^{n}$ FIF than to construct an interpolation through specified points $\left(x_{j}, y_{j}\right)$.

The simplest $C^{n}$ FIFs are constructed from $n+1$ degree polynomials. With all $\alpha_{j}$ 's set to 0 , the result is a classical spline, but the general case provides some new algebraic twists.

Theorem 3. Given are a positive integer n, interpolation points $\left(x_{j}, y_{j}\right)$ $j=0,1,2, \ldots, N$, horizontal contraction factors $a_{j}=\left(x_{j}-x_{j-1}\right) /\left(x_{N}-x_{0}\right)$, and vertical contraction factors $\alpha_{j}$ with the bound $\left|\alpha_{j}\right|<a_{j}^{n}, j=1,2, \ldots, N$. Suppase $f$ is a $C^{n} F I F$ associated with these parameters where the $q_{j}$ 's are polynomials of degree at most $n+1$. Let $\mathbf{d}_{j}$ be the $n$ dimensional vector given by $\left(\mathbf{d}_{j}\right)_{k}=f^{(k)}\left(x_{j}\right), \quad k=1,2, \ldots, n$. Let $\mathbf{y}=\left(y_{0}, y_{1}, \ldots, y_{N}\right)$. There are $n \times n$ matrices $C_{N}$ and $D_{N}$ and an $n \times(N+1)$ matrix $E_{N}$ (computed in the proof) depending only on $a_{j}, \alpha_{j}, j=1,2, \ldots, N$, such that

$$
\begin{equation*}
C_{N} \mathbf{d}_{0}+\left(D_{N}-I\right) \mathbf{d}_{N}+E_{N} \mathbf{y}=\mathbf{0} \tag{4.1}
\end{equation*}
$$

where $I$ is the identity matrix. Either $C_{N}$ or $D_{N}-I$ or both may be singular. They are both nonsingular if, for given $a_{j}$ 's, the $\alpha_{j}^{\prime}$ 's are close enough to 0.

Remark. If the $a_{j}$ 's and $\alpha_{j}$ 's were to be given so $C_{N}$ or $D_{N}-I$ is singular,
then, unlike with spline interpolations, there will sometimes not be a solution for given $y$ and derivatives at one endpoint.

Proof of Theorem 3. If we let $f^{(0)}=f$ and $q_{j}^{(0)}=q_{j}$, then the formulas in Theorem 2 for the IFSs associated with $f$ and its derivatives imply that the joint conditions to be satisfied are

$$
\begin{align*}
f^{(k)}\left(x_{j}\right)=\frac{\alpha_{j} f^{(k)}\left(x_{N}\right)+q_{j}^{(k)}\left(x_{N}\right)}{a_{j}^{k}}, & j=1,2, \ldots, N,  \tag{4.2}\\
& k=0,1,2, \ldots, n  \tag{4.3}\\
f^{(k)}\left(x_{j-1}\right)=\frac{\alpha_{j} f^{(k)}\left(x_{0}\right)+q_{j}^{(k)}\left(x_{0}\right)}{a_{j}^{k}}, & j=0,1,2, \ldots, N \\
& k=0,1,2, \ldots, n .
\end{align*}
$$

Let $q_{j}(x)=\sum_{k=0}^{n+1} q_{k j}\left(\left(x-x_{0}\right) /\left(x_{N}-x_{0}\right)\right)^{k}, j=1,2, \ldots, N$. Define the vectors $\mathbf{S}_{j}$ by

$$
\left(\mathbf{S}_{j}\right)_{k}=\frac{q_{j}^{(k)}\left(x_{0}\right)}{a_{j}^{k}}=\frac{k!q_{k j}}{\left(x_{j}-x_{j-1}\right)^{k}}, \quad \begin{array}{ll}
k=1,2, \ldots, n  \tag{4.4}\\
j & =1,2, \ldots, N .
\end{array}
$$

Let $\beta_{j}$ be the diagonal $n \times n$ matrix with $\left(\beta_{j}\right)_{k k}=q_{j} / a_{j}^{k}, k=1,2, \ldots, n$, $j=1,2, \ldots, N$. We can rewrite (4.3) when $k>0$

$$
\begin{equation*}
\mathbf{d}_{j-1}=\beta_{j} \mathbf{d}_{0}+\mathbf{S}_{j}, \quad j=1,2, \ldots, N . \tag{4.5}
\end{equation*}
$$

For $k=0$ we obtain

$$
y_{j-1}=\alpha_{j} y_{0}+q_{0 j}
$$

or

$$
\begin{equation*}
q_{0 j}=y_{j-1}-\alpha_{j} y_{0}, \quad j=1,2, \ldots, N \tag{4.6}
\end{equation*}
$$

From (4.2) with $k=0$ we find

$$
\begin{equation*}
y_{j}=\alpha_{j} y_{N}+\sum_{i=0}^{n+1} q_{i j}, \quad j=1,2, \ldots, N \tag{4.7}
\end{equation*}
$$

We can use (4.6) and (4.7) to solve for the highest order coefficient in the $q_{j}$ 's:

$$
\begin{equation*}
q_{n+1, j}=y_{j}-\alpha_{j} y_{N}-\left(y_{j-1}-\alpha_{j} y_{0}\right)-\sum_{i=1}^{n} q_{i j} . \tag{4.8}
\end{equation*}
$$

Eliminate $q_{0 j}$ and $q_{n+1, j}$ from the expression for $q_{j}$ :

$$
\begin{align*}
q_{j}(x)= & \sum_{i=1}^{n} q_{i j}\left[\left(\frac{x-x_{0}}{x_{N}-x_{0}}\right)^{i}-\left(\frac{x-x_{0}}{x_{N}-x_{0}}\right)^{n+1}\right]+\left(y_{j-1}-q_{j} y_{0}\right) \\
& +\left[\left(y_{j}-y_{j-1}\right)-\alpha_{j}\left(y_{N}-y_{0}\right)\right]\left(\frac{x-x_{0}}{x_{N}-x_{0}}\right)^{n+1} . \tag{4.9}
\end{align*}
$$

Divide by $a_{j}^{k}$ and differentiate using the notation $n_{r}=n!/(n-r)!$ :

$$
\begin{align*}
\frac{q_{j}^{(k)}\left(x_{N}\right)}{a_{j}^{k}}= & \frac{1}{\left(x_{j}-x_{j-1}\right)^{k}}\left\{\sum_{i=k}^{n} q_{i j} i_{k}-\sum_{i=1}^{n}(n+1)_{k} q_{i j}\right. \\
& \left.+(n+1)_{k}\left[\left(y_{j}-y_{j-1}\right)-q_{j}\left(y_{N}-y_{0}\right)\right]\right\}, \quad \begin{array}{ll}
j=1,2, \ldots, N \\
k=1,2, \ldots, n
\end{array} \tag{4.10}
\end{align*}
$$

If we replace $q_{i j}$ by $\left(\mathbf{S}_{j}\right)_{i}\left(\left(x_{j}-x_{j-1}\right)^{i} / i\right.$ !) and let $\mathbf{t}_{j}$ be the vector with

$$
\left(\mathbf{t}_{j}\right)_{k}=\frac{q_{j}^{(k)}\left(x_{N}\right)}{a_{j}^{k}}, \quad k=1,2, \ldots, n
$$

then (4.10) can be written as matrix equations

$$
\mathbf{t}_{j}=T_{j} \mathbf{S}_{j}+P_{j} \mathbf{y}, \quad j=1,2, \ldots, N
$$

where

$$
\left(T_{j}\right)_{k i}= \begin{cases}\frac{i_{k}-(n+1)}{i!}\left(x_{j}-x_{j-1}\right)^{i-k}, & 1 \leqslant k \leqslant i \leqslant n \\ \frac{-(n+1)_{k}}{i!}\left(x_{j}-x_{j-1}\right)^{i-k}, & 1 \leqslant i<k \leqslant n\end{cases}
$$

and the $n \times(N+1)$ matrix $P_{j}$ is defined by

$$
\left(P_{j} \mathbf{y}\right)_{k}=\frac{(n+1)_{k}}{\left(x_{j}-x_{j-1}\right)^{k}}\left[\left(y_{j}-y_{j-1}\right)-\alpha_{j}\left(y_{N}-y_{0}\right)\right], \quad k=1,2, \ldots, N
$$

Now we can rewrite (4.2) when $k>0$ :

$$
\begin{equation*}
\mathbf{d}_{j}=\beta_{j} \mathbf{d}_{N}+T_{j} \mathbf{S}_{j}+P_{j} \mathbf{y}, \quad j=1,2, \ldots, N \tag{4.11}
\end{equation*}
$$

Substitute for $\mathbf{S}_{j}$ using (4.5)

$$
\begin{equation*}
\mathbf{d}_{j}=\beta_{j} \mathbf{d}_{N}+T_{j}\left(\mathbf{d}_{j-1}-\beta_{j} \mathbf{d}_{0}\right)+P_{j} \mathbf{y} . \tag{4.12}
\end{equation*}
$$

We wish to define matrices $C_{j}, D_{j}$, and $E_{j}$ so

$$
\begin{equation*}
\mathbf{d}_{j}=C_{j} \mathbf{d}_{0}+D_{j} \mathbf{d}_{N}+E_{j} \mathbf{y} \tag{4.13}
\end{equation*}
$$

Starting from $\mathbf{d}_{0}=I \mathbf{d}_{0}+0 \mathbf{d}_{N}+0 \mathbf{y}$ we have

$$
C_{0}=I, \quad D_{0}=0, \quad E_{0}=0
$$

Then we use (4.12) to recursively calculate

$$
\begin{align*}
C_{j} & =T_{j}\left(C_{j-1}-\beta_{j}\right) \\
D_{j} & =T_{j} D_{j-1}+\beta_{j}, \quad j=1,2, \ldots, N  \tag{4.14}\\
E_{j} & =T_{j} E_{j-1}+P_{j}
\end{align*}
$$

Taking $j=N$ in (4.13) is equivalent to (4.1) of the theorem.
Once $\mathbf{y}, \mathbf{d}_{0}$, and $\mathbf{d}_{N}$ are specified consistent with (4.1) then we can always calculate the $q_{j}$ 's determining $f$. Use (4.14) and (4.13) to obtain $\mathbf{d}_{j}$ 's, and (4.5) for $S_{j}$ 's, and (4.4) and (4.9) for $q_{j}(x)$.

If all the $\alpha_{j}^{\prime}$ s are 0 then we reduce to the case of classical splines, and $C_{N}$ and $D_{N}-I$ are invertible. Since these matrices depend continuously on the $\alpha_{j}$ 's, they are invertible for small enough $\alpha_{j}$ 's.

Example 1, below, shows that $C_{N}$ and $D_{N}-I$ can be singular.
Example 1. We take the simplest case, where $n=1$. All the matrices but $E_{j}$ and $P_{j}$ reduce to numbers:

$$
\begin{gathered}
T_{j}=-1, \quad \beta_{j}=\frac{\alpha_{j}}{a_{j}} \\
C_{N}=(-1)^{N}+\beta_{N}-\beta_{N-1}+\cdots+(-1)^{N-1} \beta_{1} \\
D_{N}-I=-1+\beta_{N}-\beta_{N-1}+\cdots+(-1)^{N-1} \beta_{1} .
\end{gathered}
$$

If each $\beta_{j}$ is the same (there is a consistent ratio of horizontal and vertical scalings), then $C_{N}$ and $D_{N}-I$ will not be singular. In other cases with $N \geqslant 3$ they may be.

Take $N=3$. Both $C_{N}$ and $D_{N}-I$ are 0 if

$$
0=-1+\frac{\alpha_{3}}{a_{3}}-\frac{\alpha_{2}}{a_{2}}+\frac{\alpha_{1}}{a_{1}}
$$

This would be true if each $a_{j}=\frac{1}{3}, \alpha_{1}=\alpha_{3}=\frac{2}{9}, \alpha_{2}=\frac{1}{9}$. In this extreme case there is a $C^{1}$ FIF $f$ only if $y_{0}-3 y_{1}+3 y_{2}-y_{3}=0$, to make $E_{2} \mathbf{y}=0$.

With $N$ any even number $\geqslant 4$, the two conditions for singularity would not be the same, but each is attainable.

Example 2. Interpolate through $(0,0),\left(\frac{1}{2}, \frac{1}{3}\right),(1,0)$ with $\alpha_{1}=\alpha_{2}=\frac{1}{5}$ and make a $C^{2}$ FIF :

$$
\begin{gathered}
T_{1}=T_{2}=\left[\begin{array}{cc}
-2 & -\frac{1}{4} \\
-12 & -2
\end{array}\right], \quad \beta_{1}=\beta_{2}=\left[\begin{array}{ll}
\frac{2}{5} & 0 \\
0 & \frac{4}{5}
\end{array}\right], \\
P_{1} \mathbf{y}=\left[\begin{array}{l}
2 \\
8
\end{array}\right]=-P_{2} \mathbf{y} \\
C_{1}=\left[\begin{array}{rr}
-\frac{6}{5} & -\frac{1}{20} \\
-\frac{36}{5} & -\frac{2}{3}
\end{array}\right], \quad D_{1}=\left[\begin{array}{cc}
\frac{2}{5} & 0 \\
0 & \frac{4}{5}
\end{array}\right], \quad E_{1} \mathbf{y}=\left[\begin{array}{l}
2 \\
8
\end{array}\right], \\
C_{2}=\frac{1}{5}\left[\begin{array}{rr}
25 & 2 \\
168 & 15
\end{array}\right], \quad D_{2}=-\frac{1}{5}\left[\begin{array}{rr}
7 & 1 \\
24 & 9
\end{array}\right], \quad E_{2} \mathbf{y}=\left[\begin{array}{c}
-8 \\
-48
\end{array}\right] .
\end{gathered}
$$

If we choose to make $\mathbf{d}_{0}=0$ then

$$
\begin{gathered}
\mathbf{d}_{2}=-D_{2}^{-1} E_{2} \mathbf{y}=-\frac{40}{13}\left[\begin{array}{l}
1 \\
6
\end{array}\right] \\
\mathbf{d}_{1}=\frac{2}{13}\left[\begin{array}{c}
5 \\
-44
\end{array}\right] \\
\mathbf{S}_{1}=0, \quad q_{11}=q_{21}=0 \\
\mathbf{S}_{2}=\mathbf{d}_{1}, \quad q_{12}=\frac{5}{13}, \quad q_{22}=-\frac{11}{13}
\end{gathered}
$$
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$$
\begin{gathered}
F_{1}(x, y)=\frac{1}{5} y+\frac{x^{3}}{3} \\
F_{2}(x, y)=\frac{1}{5} y+\frac{1}{3}+\frac{5}{13} x-\frac{11}{13} x^{2}+\frac{5}{39} x^{3} \\
L_{1}(x)=\frac{1}{2} x, \quad L_{2}(x)=\frac{1}{2}+\frac{1}{2} x .
\end{gathered}
$$

Figure 3 is the computer generated graph of $f$.

## 5. Cumulative Distribution Functions

A special case of FIFs has been discussed by Dubins and Savage [DS, Chaps. 5 and 6]. The graph of $f$ goes through $(0,0),\left(x_{1}, y_{1}\right),(1,1)$ with $0<y_{1}<1 . \alpha_{1}=y_{1}$ and $\alpha_{2}=1-y_{1}$ are chosen so $q_{1}(x)$ and $q_{2}(x)$ are constants, 0 and $y_{1} \cdot w_{j}(x, y)=\left(L_{j}(x), F_{j}(y)\right)$ maps the unit square onto the rectangular regions I and II in Fig. 4 for $j=1,2$. The resulting FIF is a continuous, increasing function, and hence a cumulative distribution function for some measure.

The idea can be generalized to have $N$ intervals and $0=y_{0}<y_{1}<\cdots<$ $y_{N}=1$. In this case $w_{j}(x, y)$ maps the unit square onto the rectangle with diagonally opposite corners $\left(x_{j-1}, y_{j-1}\right)$ and $\left(x_{j}, y_{j}\right)$. The resulting FIF is again a cumulative distribution function. The associated probability measure is the $p$-balanced measure [BD] arising from the IFS on [0, 1], $\left\{L_{j}(x)\right\}_{j=1}^{N}$, with the probability $\alpha_{j}=y_{j}-y_{j-1}$ associated with the map $L_{j}$.
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## 6. Binary Operations and Shape Combinations

We discuss some algebraic properties of the iterated function systems that generate FIFs. We fix the space $K=\left[x_{0}, x_{N}\right] \times \mathbb{R}$ and use a shorthand notation for an IFS:
$W=\left\{w_{j}\right\}_{j=1}^{N}, \quad$ where $\quad w_{j}(x, y)=\left(L_{j}(x), F_{j}(x, y)\right), F_{j}(x, y)=\alpha_{j} y+q_{j}(x)$.
We use the same symbol for the operator on compact sets $W(S)=\bigcup_{j=1}^{N} w_{j}(S)$. We use $U, V$, and $Z$ to denote other IFSs for FIFs on the same space $K$. Rather than introducing more new characters for all the subsidiary functions and parameters associated with $U, V$, and $Z$, we will subscript. For example, $Z$ consists of $N_{Z}$ functions, $Z=\left\{Z_{j}\right\}_{j=1}^{N_{2}}, W$ consists of $N=N_{W}$ functions, ... .

Of course $W$ has the same attractor as $W \circ W$, which also can be expressed as

$$
W \circ W=\left\{w_{j} \circ w_{k}\right\}_{j, k=1}^{N}
$$

If a fractal function exhibits one pattern first on a larger scale and a different one on a smaller scale, associated with $W$ and $Z$, respectively, then we might want to consider a hybrid

$$
W \circ Z=\left\{W_{j} \circ Z_{k}\right\}_{j=1, k=1}^{N_{w}}
$$

which is again an IFS but its attractor is a FIF only if the initial and final interpolation points for $W$ match those for $Z$.

We wish to modify the composition operation so the result is always an IFS for a FIF. First we introduce the normalization of $W$, denoted $\tilde{W}$, defined to shift $y$ coordinates so $\tilde{y}_{0}=\tilde{y}_{N}=0$.

The coordinate change is

$$
B(x, y)=(x, y+b(x)),
$$

where $b(x)$ is the affine function satisfying $b\left(x_{0}\right)=y_{0}, b\left(x_{N}\right)=y_{N}$. Then $\tilde{W}=\left\{\tilde{w}_{j}\right\}$ where $\tilde{w}_{j}=B^{-1} w_{j} B$.

We can now define the shifted composition $W \odot Z$ to end up with the coordinate system of $W$ :

$$
W \odot Z=\left\{B_{W} \circ \tilde{W}_{j} \circ \tilde{Z}_{k} \circ B_{W}^{-1}\right\}=\left\{W_{j} \circ B_{W} \circ B_{Z}^{-1} \circ \boldsymbol{Z}_{k} \circ B_{Z} \circ B_{W}\right\} .
$$

This shifted composition is clearly associative, so we could define a semigroup.

There is an obvious additional operation for $W$ and $Z$, if they have the same $x_{j}$ 's and $\alpha_{j}$ 's. If

$$
\begin{aligned}
W_{j}(x, y) & =\left(L_{j}(x), \alpha_{j} y+q_{W_{j}}(x)\right) \\
Z_{j}(x, y) & =\left(L_{j}(x), \alpha_{j} y+q_{z_{j}}(x)\right), \quad j=1,2, \ldots, N
\end{aligned}
$$

then the sum of the FIFs associated with these IFSs will be the FIF associated with $U=W \oplus Z$, defined

$$
U_{j}(x, y)=\left(L_{j}(x), \alpha_{j} y+q_{w j}(x)+q_{Z_{j}}(x)\right) .
$$

We can use a lower triangular matrix of functions to represent $W_{j}$ and $B$

$$
W_{j} \simeq\left[\begin{array}{cc}
L_{j} & 0 \\
q_{j} & x_{j} \mathscr{I}
\end{array}\right], \quad B \simeq\left[\begin{array}{cc}
\mathscr{I} & 0 \\
b & \mathscr{I}
\end{array}\right],
$$

where $\mathscr{I}$ is the identity function.
Matrix multiplication then involves the composition of component functions. We can make a consistent definition of $\oplus$ for lower triangular matrices of functions with the same main diagonal,

$$
\left[\begin{array}{ll}
b & 0 \\
c & l
\end{array}\right] \oplus\left[\begin{array}{ll}
b & 0 \\
d & l
\end{array}\right]=\left[\begin{array}{cc}
b & 0 \\
c+d & l
\end{array}\right] .
$$

Lemma.

$$
\prod_{j=1}^{m}\left\{\left[\begin{array}{ll}
b_{i} & 0 \\
c_{j} & l_{j}
\end{array}\right] \oplus\left[\begin{array}{cc}
b_{j} & 0 \\
d_{j} & l_{j}
\end{array}\right]\right\}=\prod_{j=1}^{m}\left[\begin{array}{ll}
b_{j} & 0 \\
c_{j} & l_{j}
\end{array}\right] \oplus \prod_{j=1}^{m}\left[\begin{array}{ll}
b_{j} & 0 \\
d_{j} & l_{j}
\end{array}\right]
$$

if $b_{j}, c_{j}, d_{j}, l_{j}$ are functions $\mathbb{R} \rightarrow \mathbb{R}$ with $l_{j}$ strictly linear.
Proof. First the $\oplus$ operation on the R.H.S. makes sense since the main diagonal of the product of lower triangular matrices is independent of the off-diagonal elements. One may easily show by induction that the off-diagonal element of a product depends linearly on the off-diagonal elements of the matrices in the product. That is reflected in the $\oplus$ operations in the lemma.

There is a similar statement relating $\odot$ and $\oplus$ for the IFSs we have been discussing.

Theorem 4. If $W \oplus Z$ and $U \oplus V$ are well defined by the definition above, then

$$
(W \oplus Z) \odot(U \oplus V)=(W \odot U) \oplus(Z \odot V)
$$

Proof. If $W=\tilde{W}$ and $Z=\tilde{Z}$, then the theorem is a direct translation of the previous lemma with $m=2$. In the general case, however, there must be a change of coordinate matrices included at either end. Since

$$
B_{W \oplus Z}=B_{W} \oplus B_{Z}, \quad B_{W \oplus Z}^{-1}=B_{W}^{-1} \oplus B_{Z}^{-1}
$$

the theorem follows from the lemma with $m=4$.
Given $W$ we can define $0_{W}$ by $W \oplus 0_{W}=W$, thus $0_{W}$ is the function system with $x_{j}$ 's and $\alpha_{j}$ 's matching $W$, but with all $q_{j}$ 's identically to zero.

Theorem 4 is easily equivalent to the collection of identities

1. $W \odot Z=W \odot 0_{Z} \oplus 0_{W} \odot Z$,
2. $\quad 0_{U} \odot(W \oplus Z)=\left(0_{U} \odot W\right) \oplus\left(0_{U} \odot Z\right)$,
3. $(W \oplus Z) \odot 0_{U}=\left(W \odot 0_{U}\right) \oplus\left(Z \odot 0_{U}\right)$.

Identity 1 says that any shifted composition can be written simply as a sum. In the next section we give a geometric interpretation to identity 1 and use it to analyze FIFs.

## 7. Sum Representations of FIFs

Recall from Section 2 that if we are given an IFS $W=\left\{w_{j}\right\}_{j=1}^{N}$, and if $S$ is a nonempty compact set, then $W^{\circ n}(S)_{n \rightarrow \infty}$ approaches the attractor for $W$. We suppose $W$ is associated with a FIF, so the attractor is the graph of a function $f$ with $f\left(x_{0}\right)=y_{0}, f\left(x_{N}\right)=y_{N}$. If $g$ is any continuous function satisfying these end conditions, then there is another function satisfying these end conditions so $W$ of the graph of $g$ is the graph of $h$. We use the notation

$$
W \odot g=h
$$

In a manner analogous to the way we defined shifted compositions for IFSs and FIFs, we can extend the definition of $W \odot g$ to allow any $g \in C\left[x_{0}, x_{N}\right]$.

Let $b_{g}$ be the affine function matching the values of $g$ at $x_{0}$ and $x_{N}$. Define $\tilde{g}=g-b_{g}$ so $\tilde{g}$ equals 0 at the endpoints. If $f$ is the FIF for $W$ then $b_{W}=b_{f}$. We define

$$
W \odot g=\tilde{W} \odot \tilde{g}+b_{g}=\tilde{W} \odot\left(g-b_{g}\right)+b_{W}=W \odot\left(g-b_{g}+b_{W}\right)
$$

We obtain results like the ones in the last section

$$
\begin{aligned}
(W \odot Z) \odot g & =W \odot(Z \odot g) \\
(W \oplus Z) \odot(g+h) & =W \odot g+W \odot h \\
(W \oplus Z) \odot g & =W \odot g+Z \odot 0 .
\end{aligned}
$$

If $f_{0} \in C\left[x_{0}, x_{N}\right], f_{j}=W \odot f_{j-1}, j=1,2, \ldots$, then the FIF for $W$, $f=\lim f_{j}$. Since the limit is independent of $f_{0}$, we can take $f_{0}$ to be just $b_{w}$ (or equivalently 0 ).
Then $f_{1}=W \odot f_{0}$ interpolates between the points ( $x_{j}, y_{j}$ ).
Using identity 1 from the end of the last section we find

$$
\begin{align*}
f_{2}=W \odot W \odot b_{W} & =\left[\left(W \odot 0_{W}\right) \oplus\left(0_{W} \odot W\right)\right] \odot b_{W} \\
& =W \odot\left(0_{W} \odot b_{W}\right)+0_{W} \odot\left(W \odot b_{W}\right) \\
& =W \odot b_{W}+0_{W} \odot f_{1} \\
& =f_{1}+0_{W} \odot f_{1} . \tag{7.1}
\end{align*}
$$

The graph of $0_{W} \odot g$ has the graph of $\tilde{g}$ compressed sideways into each interval $\left[x_{j-1}, x_{j}\right.$ ] and scaled vertically by $\alpha_{j}, j=1,2, \ldots, N$. Let $S_{1}=f_{1}$, $S_{j}=0_{W} \odot S_{j-1}, j=2,3, \ldots$.

The manipulations in (7.1) can be extended with more shifted compositions with $W$ to obtain

$$
f_{k}=\sum_{n=1}^{k} S_{n}
$$

Hence

$$
\begin{equation*}
f=\sum_{n=1}^{\infty} S_{n} . \tag{7.2}
\end{equation*}
$$

We use the representation in the next section.

## 8. The Fractal Dimension of Some FiFs

For continuous real valued functions $f$ on $\left[x_{0}, x_{N}\right]$ let

$$
\mathscr{N}_{\delta}(f)=\text { the number of } \delta \times \delta \text { square regions }
$$ required to cover the graph of $f$.

Theorem 5. Let $f$ be the FIF interpolating beween $\left(x_{0}, y_{0}\right), \ldots,\left(x_{N}, y_{N}\right)$
with affine $q_{j}^{\prime} s, x_{j}-x_{j-1}$ constant, and $|\alpha|=\alpha, j=1,2, \ldots, N, 1 / N<\alpha<1$. If the interpolation points do not lie on a straight line then

$$
\lim _{\delta \rightarrow 0} \frac{\log \mathscr{N}_{\delta}(f)}{\log 1 / \delta}=2+\log _{N}^{\alpha}
$$

Remark. This limit is called the fractal dimension of the graph of $f$ [CFMT]. We use the notation $D(f)$ for it.

This is a fairly easy number of approximate with a computer, unlike the Hausdorff-Besicovitch dimension. If we are looking for a simple mathematical model for a given fractal function, we would specify that a sequence of points match and use an approximation of the fractal dimension to choose $\alpha$.

For the proof of Theorem 5 we use two simple lemmas.
Lemma 1. $\quad \mathcal{N}_{\delta}(f)<(1 / \delta)\left(\left(x_{N}-x_{0}\right)+\int_{x_{0}}^{x_{N}}|d f(x)|\right)+1$.
Proof. $\mathscr{N}_{\delta}(f)-1<1 / \delta \cdot$ length of graph $<1 / \delta\left(\left(x_{N}-x_{0}\right)+\int_{x_{0}}^{x_{N}}|d f|\right)$ by the triangle inequality.

Lemma 2. $\boldsymbol{N}_{\delta}\left(\sum_{j} f_{j}\right) \leqslant 2 \sum_{j} \mathscr{N}_{\delta}\left(f_{j}\right)$.
Proof. (1) If we require that the $x$ coordinates of each box go exactly from one multiple of $\delta$ to the next, then we claim $\sum_{j} \mathcal{N}_{\delta}\left(f_{j}\right) \geqslant \mathcal{N}_{\delta}\left(\sum_{j} f_{j}\right)$. Because of our extra assumption we can treat each $x$-interval $[j \delta,(j+1) \delta]$ separately. Consider just one such interval. The height of the image interval of $\sum f_{j}$ is less than the sum of the height for each $f_{j}$ separately. The claim follows from the fact that the number of boxes in a column required to cover an image of height $d$ is exactly the smallest integer $\geqslant d / \delta$.
(1) If we do not assume the above restriction on $x$-coordinates, then we can cover any unrestricted box with two restricted ones, and double the bound.

Proof of Theorem 5. We can make an affine change of coordinates if necessary to assume $y_{0}=y_{N}=0$. Let

$$
\Delta_{j}=y_{j}-y_{j-1}, \quad \Delta=\max \left|\Delta_{j}\right|, \quad V=\sum\left|\Delta_{j}\right|
$$

(1) First we show $D(f) \leqslant 2+\log _{N}^{\alpha}$. We use the notation of the last section for $f_{k}$ and $S_{k}$. We find

$$
\begin{aligned}
& \int_{x_{0}}^{x_{N}}\left|d S_{j}\right|=(N \alpha)^{j-1} V, \\
& \int_{x_{0}}^{x_{N}}\left|d f_{n}\right| \leqslant V \cdot \frac{(N \alpha)^{n}-1}{N \alpha-1} .
\end{aligned}
$$

Let

$$
\begin{gathered}
t_{n}=f-f_{n}=\sum_{j=n+1}^{\infty} S_{j} \\
\left\|t_{n}\right\|_{\infty} \leqslant \sum_{j=n+1}^{\infty}\left\|S_{j}\right\|_{\infty} \leqslant \sum_{j=n+1}^{\infty} \alpha^{j} \frac{V}{2}=\frac{\alpha^{n+1}(V / 2)}{1-\alpha} .
\end{gathered}
$$

Hence the graph of $t_{n}$ is contained in a rectangle of length ( $x_{N}-x_{0}$ ) and height $\left(\alpha^{n+1} V\right) \mid(1-\alpha)$, so $N_{\delta}\left(t_{n}\right) \leqslant K \alpha^{n} / \delta^{2}$ for some constant $K$.

We may apply Lemmas 1 and 2 and choose large enough constants $K_{j}$ so

$$
\mathscr{N}_{\delta}(f)=\mathscr{N}_{\delta}\left(t_{n}+f_{n}\right) \leqslant \frac{K_{1} \alpha^{n}}{\delta^{2}}+\frac{K_{2}(N \alpha)^{n}}{\delta}+\frac{K_{3}}{\delta}
$$

We make $n=k \ln \delta$, with $k$ chosen so the exponent on $\delta$ in the first two terms is the same. Since

$$
\alpha^{n}=\delta^{k \ln \alpha}, \quad(N \alpha)^{n}=\delta^{k \ln (N \alpha)}
$$

we obtain

$$
\begin{gathered}
k \ln \alpha-2=k \ln (N \alpha)-1 \\
k=-1 / \ln N \\
\mathcal{N}_{\delta}(f) \leqslant K_{4}\left(\frac{1}{\delta}\right)^{2+\ln x / \ln N}+K_{3}\left(\frac{1}{\delta}\right) \\
D(f) \leqslant 2+\frac{\ln \alpha}{\ln N}=2+\log _{N}^{\alpha} .
\end{gathered}
$$

(2) Now we obtain the corresponding lower bound for $D(f)$. Use $I$ as a multi-index $\left(i_{1}, i_{2}, \ldots, i_{n}\right),|I|=n, L_{I}=L_{i_{1}} \circ L_{i_{2}} \circ \ldots \circ L_{i_{n}}$. On $L_{I}\left[x_{0}, X_{N}\right], S_{1}, \ldots, S_{n}$ and $f_{n}$ are affine functions, $L_{I}\left[x_{0}, x_{N}\right]$ is $1 / N^{n-1}$ of $L_{i_{1}}\left[x_{0}, x_{N}\right]$. On $L_{i_{1}}\left[x_{0}, x_{N}\right] S_{1}$ varies by $\Delta_{i_{1}}$. On $L_{l}\left[x_{0}, x_{N}\right], S_{1}$ varies by $1 / N^{n-1} \Delta_{i_{1}}$. On $L_{i_{1}} \circ L_{i_{2}}\left[x_{0}, x_{N}\right] S_{2}$ varies by $\alpha_{i_{1}} \Delta_{i_{2}}$. On $L_{1}\left[x_{0}, x_{N}\right] S_{2}$ varies by $1 / N^{n-2} \alpha_{i_{1}} \Delta_{i_{2}} \ldots$.

For the general case define $\sigma_{l j}$ as the sign making

$$
\sigma_{i j}^{j-1}=\sigma_{i_{1}} \sigma_{i_{2}} \cdot \cdots \cdot \sigma_{i_{j-1}} .
$$

Then on $L_{i}\left[x_{0}, x_{N}\right] S_{j}$ varies by $\left(\sigma_{l j} \alpha^{j-1} / N^{n-j}\right) \Delta_{i j}, j=1,2, \ldots, n$.
The total jump of $f_{n}$ on $L_{I}\left[x_{0}, x_{N}\right]$ is

$$
\frac{1}{N^{n-1}} \sum_{j=1}^{n} \sigma_{l j}(N \alpha)^{j-1} \Delta_{i j} .
$$

Since $f$ has the same terminal values as $f_{n}$ on $L_{l}\left[x_{0}, x_{N}\right]$, the size of its range on this interval has at least as large a magnitude. Hence the total number of squares used to cover the graph of $f$ on this interval is at least

$$
\frac{1}{\delta}\left|\frac{1}{N^{n-1}} \sum_{j=1}^{n} \sigma_{l j}(N \alpha)^{j-1} \Delta_{i j}\right|
$$

If we take $\delta \leqslant 1 / N^{n}$, then

$$
\mathscr{N}_{\delta}(f) \geqslant \frac{1}{2 \delta} \sum_{|I|=n} \frac{1}{N^{n-1}}\left|\sum_{j=1}^{n} \sigma_{l j}(N \alpha)^{j-1} \Delta_{i_{j}}\right|
$$

where the $\frac{1}{2}$ is included because a square may be doubled counted if it covers parts of two adjacent intervals. To bound some of the absolute values of sums in the last inequality we note

$$
\left|\sum_{j=1}^{n} \sigma_{I j}(N \alpha)^{j-1} \Delta_{i_{j}}\right| \leqslant \frac{(N \alpha)^{n}-1}{N \alpha-1} \Delta .
$$

Since $N \alpha>1$ there is an $m$ such that for all $n$ large enough

$$
\left|\sum_{j=1}^{n-m} \sigma_{i j}(N \alpha)^{j-1} \Delta_{i_{j}}\right| \leqslant\left|\sum_{j=n-m+1}^{n}(-N \alpha)^{j} \Delta\right|
$$

Suppose $\max \left|\Delta_{j}\right|$ is attained for $j=l$. Then by considering only all multiindices whose last $m$ entries are $l$

$$
\mathscr{N}_{\delta}(f) \geqslant \frac{1}{2 \delta} \sum_{|I|=n-m} \frac{1}{N^{n-1}}\left|\sum_{j=1}^{n-m} \sigma_{l j}(N \alpha)^{j-1} \Delta_{i_{j}}+\sum_{j=n-m+1}^{n}\left(N \alpha_{l}\right)^{j-1} \Delta_{l}\right|
$$

where the sum for all $I$ with $|I|=n-m$ can be replaced by the number of terms, $N^{n-m}$, times the average term. Since the sign of the part inside the absolute value is the same for all $I$ and since the average of the $D_{j}$ 's is zero, we find that the first summation inside the absolute values drops out of the average, so

$$
\mathscr{N}_{\delta}(f) \geqslant \frac{1}{2 \delta} N^{1-m}\left|\sum_{j=n-m+1}^{n}\left(N \alpha_{l}\right)^{j} \Delta\right| \geqslant \frac{K_{5}}{\delta}(N \alpha)^{n}, \quad \delta \leqslant N^{-n}
$$

Use $\delta=N^{-n}$ so $n=-\log _{N}^{\delta}$ and $\alpha^{n}=\delta^{-\log _{N}^{\alpha}}$ to obtain

$$
\begin{aligned}
\mathcal{N}_{\delta}(f) & \geqslant \frac{K_{5}}{\delta^{2}+\log _{N}^{\alpha}} \\
D(f) & \geqslant 2+\log _{N}^{x}
\end{aligned}
$$

## 9. Other Directions and Generalizations

We make one immediate generalization concerning the coordinate change matrices $B$, and then suggest other possible generalizations and related investigations.

We assumed $b(x)$ was an affine function, but any continuous function satisfying

$$
\begin{equation*}
b\left(x_{0}\right)=y_{0}, \quad b\left(x_{N}\right)=y_{N} \tag{9.1}
\end{equation*}
$$

would work, except for the formulas with the $\oplus$ operation to work we need the added restriction

$$
\begin{equation*}
B_{W+Z}=B_{w} \oplus B_{z} . \tag{9.2}
\end{equation*}
$$

For a $C^{n}$ FIF, the sum representation still works, but the summands are not generally $C^{n}$. This can be remedied by requiring

$$
\begin{equation*}
b_{W}^{(k)}\left(x_{0}\right)=f^{(k)}\left(x_{0}\right), \quad b_{W}^{(k)}\left(x_{N}\right)=f^{(k)}\left(x_{N}\right), \quad k=1,2, \ldots, n \tag{9.3}
\end{equation*}
$$

If $b_{W}$ is chosen as the polynomial of degree at most $2 n+1$ satisfying both ( 9.1 ) and (9.3), then (9.2) will also hold.

Now we suggest some other avenues.
Much more could be said about the new classes of smooth interpolation functions. For what sort of endpoint conditions, in what circumstances is there a unique solution? Is there a minimum energy interpretation as with cubic splines?

We allowed the scaling in the $y$ direction to include a reflection (if $\alpha_{j}<0$ ). What if we allow the horizontal scalings to also reverse direction? For some $j, L_{j}\left(x_{0}\right)=x_{j}$ and $L_{j}\left(x_{N}\right)=x_{j-1}\left(x_{j}\right.$ and $x_{j-1}$ are switched $)$. There should be reasonable generalizations of Section 3-8. What happens to moment theory [B]?

Another generalization would be to allow $x_{0}, x_{1}, \ldots, x_{N}$ not to be a monotonic sequence. The attractor would be a continuous curve $\Gamma$ (but not the graph of a function) passing in order through $\left(x_{j}, y_{j}\right), j=0,1, \ldots, N$. We believe $\int_{\Gamma} y d x$ should still be calculable. It should be expressible in terms of signed measure on the attracting curve (negative where $d x$ is negative). Can moments be calculated? Does the original formalism need much change?
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